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Week I: Limits

We make the following notational conventions:

 For an arbitrary function f(z), we will denote by f™(x) for positive n to be the n-fold product
of f. We will denote by f(")(z) as the nth derivative, and f~!(x) to be the inverse function to
f. If we wish to write something of the form ﬁ, more compactly, we will write (f(x))~*.

e If n > 0, then sin™ z is to be the n-fold product of sinz. In other words sin? z = (sinz) - (sin z).
If n < —1, we will never employ the notation sin™ z, and if n = —1, then sin~'z will be the
inverse function to sin, often denoted arcsin. The same holds for other trigonometric functions.

COR - 3 1 1 1 . ;
e The functions cscz, secx and cot x denote Sn(@)’ cosT and i respectively.

o The function log x will always refer to the base 10 logarithm, while In z will be base e = 2.718.. .;
if we need to use logarithms in base a for some real number a, then will denote them by log, x.

Furthermore, there are some things in this course we have the ability to prove, some for which we can
provide a fake ‘almost proof’, and some for which we cannot prove in any manner. For statements we
can prove, the proof will always be followed by an italicized proof and end with a [J. For statements
which we can provide a fake proof for, we will engage in some discussion motivating the statement
with some hand wavy techniques, and then state the result. For statements which we cannot prove in
manner, we simply state the result.



1.1 Introduction and Motivation

Suppose you drop a ball off a building that is 500 meters tall, then results from physics tell us that
the height of the ball as a function of time is given by:

y(t) = —10 - t* + 500 (1.1)

Note that the above function only makes physical sense on the interval [0, to], where to is the moment
that the ball hits the ground. Since the height of the ball at ¢y is zero, we can find ¢ by setting (1.1)
equal to zero:

—10- 24500 =0=10t> =500 = t2 =50 = t = +/50 = +5 - /2

We also know that we should take the positive square root, as negative time does not make physical
sense. It follows that our height function is physically defined on [0, 5-1/5]. We now might ask ourselves
a variety of different physical questions about our falling ball, such as: what is the average speed of
the ball? This is a question we can answer with purely algebraic techniques; indeed we know the ball
travels a total of Ay = —500" meters over a span of At = 5-+/5 seconds, so the average speed, Vaves
is given by:

. _ Ay _ 500
VET At bofs

However, what if we want to know the speed of the ball when it has traveled 250 meters? Or right
before it crashes into the ground? Or at any point along it’s trajectory? Answering these questions
requires more sophisticated techniques, the techniques of calculus. In fact, the field of calculus was
almost entirely motivated by questions of this form.

Our first step in answering such questions is to analyze the average velocity of our ball over a At”
geometrically. Suppose we want to calculate the speed of our ball at ¢; = 2, y(¢1) = 460, then a good
place to start is to consider the average speed of the ball over an interval starting at g, say [2,5]. In
this case, vayg is given by:

Ay y(ti+3)—y(t) 250 —460
Vavg = AL (h+3) =t = 3 = —70m/s

Now, Vavg is the slope of the line which goes through the points:
(t1,y(t1)) = (2,460) and (t1 + 3,y(t1 + 3)) = (5,250)
The function corresponding to this line’ is given by:

I(£) = Vayg - (t — 2) + 460

IHere Ay is negative as Ay = yr —yi = 0—500
2In generality A means change in some quantity. In this case it the final time minus the initial time.
3i.e. the function whose graph is this line.



We can then draw the following graph:

500 A.(tl, y(tl))‘ |

300 - =
(tr + h,y(t1 + h))

time

The black line is I(¢), the blue line is y(t), and we have marked two points on the graph, (t1,y(t1))
and (1 + h,y(t1 + h)), where h = 3. The key insight is that if we could somehow take the average
speed over the interval [t1,¢1], we would obtain the speed of the ball at (t1,y(t1)) because that interval
consists of only a single point. We cannot do this naively though, as our formula for average velocity,
i.e. the slope of the line passing through the end points of the interval would yield:

Ay _ y(t) —y(t) _0
At t1 — 11 0
which doesn’t make mathematical or physical sense! So, how can we rectify the situation? The next
key insight is that if we allow h to vary instead of being fixed, then as h gets closer and closer to zero,
since the interval becomes smaller and smaller, we get average velocities which are closer and closer to
the velocity at tg. Allowing h to vary makes vaye a function of h given by:
Ay y(ti+h)—y(t1)  —10(t1 + h)* 4500 — (=10t + 500)  —10h* — 20h - t

vavs(h) = X7 = tHth—t; h - h

This is a rational function, and as such is not defined at h = 0, however, for all h ## 0, we have that:

Vavg(h) = —10h — 20 - £, (1.2)

because each term has at least one power of h, and we can divide by kA when h is nonzero. In particular,
the graph of this function is the graph of the function f(h) = —10h — 20 - ¢; with a hole at h = 0:

0

-20

—40 |-

Vavg

—60 |-

—80 |-

—100 | | | | |




So while we can’t actually plug h = 0 into our vays to get the speed at ¢y, it is clear from the above
graph, that as h gets closer to 0, vavg(h) approaches the numerical f(0) = —20 - ¢, which in this case
is —40 as t; = 2. It therefore makes intuitive sense to say that the speed of the ball at ¢; is —60m/s.
Moreover, if we replace [(¢) in our original picture with the line going through the point (—2,460), at
a slope m = —60, we have the following:

500 \.(thy(h)

400 |-

—

o

o
T

time

So the velocity of the ball at t; = 2 is also the slope of the line tangent® to the graph of y(t) at
(t1,y(t1)).

The entire process outlined above is called ‘taking the derivative at £;’. In particular, the process
of seeing what the value of vavg(h) is as h approaches 0 (even though v,,g(h) is not defined at h = 0!)
is called ‘taking the limit of vayg(h) as h goes to zero. We employ the following notation for this:

]113%) Vavg (h)

In particular, if we let t; vary, we get a new function defined by:

By our earlier work, this is the same as:

—10h% — 20h - ¢
/ — 1~ o=
y'(t) = lim -

For all nonzero h this is equal to the equation (1.2), so the limit as h approaches zero is precisely
—20 - t. It follows that we have a function:

y'(t)=—-20-t

This is called the derivative of y(t), and for every ¢; in the interval [0,5 - v/2], when we plug in ¢; to
y'(t), we get the velocity of the ball at the time ¢;, or equivalently the velocity of the ball at a height
of y(t1) meters.

The rest of the course, and much of calculus in general, is about studying the properties of deriva-
tives for various functions, but even when we delve deeper into abstraction, and away from the world
of physics, we should keep the above picture of a ball falling off a building in mind.

4By which we mean only glances the graph of the function at (2,440), instead of intersecting it.



1.2 Definitions and Examples

In the previous section, we motivated the idea of a derivative by examining a physical problem.
However, the process for finding the speed of a ball as it falls from a building relied on the notion of
‘taking a limit’ of a function, and in fact the concept of a derivative relies heavily on this idea. Due to
this we spend the next few sections, discussing limits, and their properties.

Limits essentially come in two flavors, we have limits as ‘x goes to positive or negative infinity’, and
limits as ‘x approaches a’, where a is some finite real number. The former is a way of characterizing
the long term behavior of a function f(x), and the later analyzes the behavior of f near a point a,
even if f(a) is undefined. We begin with limits of the form x goes to positive or negative infinity, and
employ the notation:

lim f(x) and lim f(z)

Tr—r00 r—r—00
Now limits of the above form can be a real number, can be ‘positive or negative infinity’, or they can
be non existent. When limits above the form are a real number say a, this means that as = gets bigger
and bigger, (or more and more negative), that the value of f(z) gets closer and closer to a. In other
words, in this situation we have that as x approaches positive (or negative) infinity, f(x) approaches
a. The next option is that f(z) ‘blows up’ as « approaches positive or negative infinity, by which we
mean that = gets bigger and bigger (or more and more negative) the value of f(x) continues to grow
in either the positive or negative direction. In this case, we have the limit as x approaches positive
or negative infinity is equal to positive or negative infinity, depending on which direction the function
grows. The final option is that the limit may fail to exist, in which case we simply write DNE. This
can happen if the long term behavior of the function is oscillatory like if f(x) = sinz; in this case the
function neither grows without bound, nor does it approach some constant, it just oscillates between 1
and —1 periodically, hence there is no value that f(x) approaches as x approaches positive or negative
infinity.

The quickest way of dealing with limits of these form is by using ‘big number logic’ This is best
taught via example:

Example 1.1. Let f(z) = z, then the graph of f(z) is:

T T
4, -
2, .
> 0 =
9L .
4 .
| | | | |
—4 -2 0 2 4
T

Now as we plug larger and larger and numbers into f(x), we just return that same number since
f(z) = x. In particular as = gets bigger f(z) bigger, so the long term behavior of f(z) is to get bigger
and bigger. When this occurs, we write:

i f(o) = o0



because f(x) will just keep growing as x grows. Similarly, when 2 gets more and more negative, f(x)
gets more and more negative, hence:

lim f(z) = —o0

T—r—00

Example 1.2. Let f(z) = 2*, we can see from the graph of this function:

5

that the limit as x approaches positive infinity is infinity, and that the limit as x approaches negative
infinity is 0. But how can we determine this with big number logic? The idea is that if x is getting
bigger, i.e. as x approaches positive infinity, then 2% also just gets bigger, as we are just taking larger
and larger powers of two. From this we conclude that:

lim 2% = o0

Tr—r 00

However, if x is negative, then we are dividing 1 by larger and larger powers of 2. In particular, we
have the following infinite sequence when z is a negative integer:

)

11
87167

[N
A~ =

So as we plug in more and more negative values for z, 2* gets closer and closer to zero, because we
get fractions with larger and larger denominators. It follows that:

lim 2% =0

T—r 00

Example 1.3. Let:

5ad 4+ 222 —x 4+ 1
f(x) = 5
x4+ 3x — 2

We want to determine the limit as z — oo and x — —oo. Unlike the previous two cases, this function
is not easily graphed by hand, so we have to rely solely on big number logic. Let us first determine
the limit as  — oo; the point is that as x gets very very large ,the terms which contribute most to
the quotient:

5+ 222 —x+1
22+ 3x — 2




are only the highest order terms in numerator and denominator. In other words, if z is very very large,
then 523 + 222 — x + 1 is very close to 523, because z will be so much larger than 222 — 2 + 1. The
same holds for the denominator, hence:

o342 —x+1 Y
lim = lim —
T—00 2+ 3x—2 r—00 I
= lim 5z
Tr—r0o0
=00

Similarly, the same logic demonstrates that:

. 5+ 222 —x+1 Y
lim 3 = lim —
T——00 x4+ 3x—2 T—00 I
= lim b5z
Tr—r— 00
=—0

Note that if we change the denominator to be a cubic:

_5:1:3+2x2—at+1

flw) = 3+ 3x — 2
then:
bt 22—z +1 . bx?
lim = lim —
T—00 3 +3x—2 T—00 I
= lim 5
Tr—r 00
=5
and:
i 5+ 222 —x+1 I 53
im = lim —
T——00 3 4+ 31 — 2 z——o0 13
= lim 5
Tr—r— 00
=5

If we make the denominator a quartic:

- S5ad + 222 —x+1

fla) = x4+ 32— 2
then:
b+ 222 —x 41 Y
lim = lim —
Z—00 3 +3x—2 z—oo 14
= lim —
T—00 I
=0
and:
5+ 222 —x+1 . 5
lim = lim —
T——00 23 43z — 2 z——oco gt
= lim -
T——00 I
=0



In particular, big number logic gives us the following result:

Theorem 1.1. If p(z) and g(x) are polynomials such that:

p(r) = apz" + -+ a1 + ag and q(z) = bpz™ + -+ bz + by

for some positive integers m and n, and real numbers ag, ..., ayn, b, ... by, then:
T anx™ T anx™
lim p(z) = lim — and lim p(z) = i n

Example 1.4. Earlier we noted that lim,_, ., sin x does not exist due to its oscillatory behavior. In
this example, we examine a similar function:

fz) =

Using big number logic, we see that as x gets very large, we are dividing numbers between —1 and 1,
i.e. sinz, by an extremely large number e”. It follows that even though the function is oscillating, it
is getting closer and closer to zero as x approaches infinity, so:

sin x

eiE

sin x

lim =0

r—oo e*r
However, as x gets more and more negative, we are dividing a number between —1 and 1, i.e. sinx, by
a number getting closer and closer to zero since lim,_, _, e* = 0. It follows that sinz/e” is oscillating
between extremely large negative numbers and extremely large positive numbers, hence no limit exists,
as it is not growing in a consistent direction. Therefore:

sin x

lim does not exist
r——00 €

We now begin our handling of limits as 'z approaches a’ for some real number a. Instead of writing
‘limit of f(z) as « approaches a’ we employ the notation:

lim f(x)

Tr—ra

Just as the infinite limits, the ‘result’ of the above expression has three possibilities, all of which tell
us something about the behavior of f(z) near x = a. The first possibility is that:

lim f(z) =1L

Tr—ra
for some real number L; what this means is that as x approaches, or gets closer and closer to a, the
values f(z) get closer and closer to a. Now note that that x could approach a from the left or the
right of a, so for the limit to be equal to L, f(x) has to approach L in both directions; we will delve
more into this later. An example of this case is our v,ye(h) function from Section 1.1; as h approached
0 the value of vaye(h) approached the speed at which the ball was traveling at ¢y = 2. In particular:

li e () = —40
i, vave ()
The next situation is that:
lim f(z) = £o00
r—a

by which we mean that as a approaches a, f(x) grows without bound in the positive or negative
direction. In other words f(z) gets larger and larger, or more and more negative as = approaches a.
Finally, we can have that the limit of f(z) as x approaches a fails to exist. This is most commonly
found in the following situation, let:

(1.3)

2242 forz>0
f(x) =
—3x forz <0



The above notation means that for z < 0, f(z) = —3x and for > 0 f(x) = 22 + 2. The graph of this
function is given by:

30
20| |
>
10 |- =
f(x) (0, £(0))
O, |
S
X

Now what should the limit of f(z) be as x goes to zero? The problem is that if z > 0, then as x gets
closer and closer to zero, f(x) gets closer and closer to 2, but if < 0 then as x get closer and closer
to zero, f(x) gets closer and closer to 0. We clearly don’t have that f(z) is growing in a consistent
direction, and from our earlier discussion, f(z) can’t approach a consistent value L, so the limit as x
approaches f(z) does not fall into either of the previously discussed categories. In this case, we thus
say the limit as  approaches a of f(x) does not exist. Notation we say that:

lim f(z) does not exist
T—ra

Before delving into examples, we briefly formalize our analysis of the limit of f(x) as defined in (1.3).

Definition 1.1. Let f(x) be a function, and a a real number. We define the limit as x approaches
a from the left as a limit of f(x) where we only consider values of z < a. We denote this by:

lim f(z)

In other words, we only care if f(z) approaches L, grows in a positive or negative direction, or does not
exist while analyzing values of & which are less than a. Similarly we define the limit as x approaches
a from the right as a limit of f(x) where we only consider values of x > a. We denote this by:

lim f(x)

z—at
In particular, if f(z) is as defined in (1.3) we have that:
lim f(z)=0#2= lim f(x)
z—at

z—a~
We have the following result:
Theorem 1.2. Let f(z) be a function, and a a real number. Then the following are true:
a) If ilir}l f(z) =L, oo, or —oo, for some real number L, then Ilirg flz) = 11321 flx) =L, oo or
—o0 respectively.

b) If lim = lim = L, oo or —oo, then lim f(x) = L, oo, or —oo respectively.
z—a~ z—at T—a

We now look at some examples:

Example 1.5. Let:




then the graph of f(z) is given by:

2

From the graph of the function, it is easy to see that as x approaches 0 from the left, f(x) approaches
1, and as x approaches 0 from the right, f(x) approaches 1. We thus have that:

sinx

lim =1
x—0 X

This was easy since we could see the graph, but graphing this function by hand is difficult (I know I
wouldn’t be able to do it!); on the first homework you will calculate this limit formally with appealing
to the graph of the function.

1.3 Continuity

Note even if f(a) = L it could be the case that lim,_,, f(x) # L. Indeed consider the next example:
Example 1.6. Let:

2 .
—x*+1 ifx#2
fl) = :
2 ifz=2
Let us analyze the limit as = approaches 2 without appealing to a graphical argument. Since z2 4 1 is
a continuous function, i.e. we can draw it’s graph without lifting up our pencil, we have that as = gets
closer and closer to 2, 2% + 1 gets closer and closer to 5. One can see this with the following chart:

T —z2 41
1.9 -2.61
1.99 -2.96
2.01 -3.04
2.1 -3.41

It follows that lim,_,5 f(2) = —3, however from the definition of f(z), we have that f(2) = 2. Looking
at the graph of this function, we see that the fact that lim,_,o f(z) # f(2) reflects the fact that f(z)

10



is not a continuous function:

10

—20

With this example in mind, we give a different definition of a function being continuous:

Definition 1.2. Let f(x) be a function, then f(z) is continuous at a if:

lim /() = /(o)
A function f(z) is continuous on it’s domain if for every real number a in the domain of f(z),
f(z) is continuous at a. A function is continuous if it is continuous for every real number. A
discontinuity of f(x) is a real number a such that f(z) is not continuous at a, or f(x) is not defined
at a. A discontinuity a of f(z) is a removable discontinuity, if:

lim f(z) =1L

r—a

for some real number L. A discontinuity a of f(z) is a jump discontinuity if:

lim f(x)=L" #L" = lim f(x)

Tz—a~ r—at

for some real numbers L™ and LT. A discontinuity a of f(z) is an infinite discontinuity if:

lim f(z) = +o0 or lim f(z) = +o0

z—a™t r—a~

This definition, while more verbose and complicated than the ‘drawing a graph without lifting
up a pen’ definition, mathematically captures the spirit of the concept of continuity, and is therefore
the ‘correct’ definition for this concept. Trigonometric functions, exponential functions, logarithmic
functions, radical functions® and rational functions are all continuous on their domains; that is they
are continuous everywhere they are defined. Polynomials, exponential functions, sin z and cosx are
examples of continuous functions, as they are defined everywhere.

Example 1.7. Let f(z) be the function from Example 1.6, then f(z) is continuous everywhere but
x = 2. Indeed, at © = 2 we have that lim,_,5 f(z) = —3 but f(2) = 2. It follows that 2 is a discontinuity
because f(x) is not continuous at 2. In particular, 2 is a removable discontinuity, because the limit as x
approaches 2 exists and is finite. This example demonstrates why it is called a removable discontinuity,
because we can alter the value of the function at one point to make f(x) continuous there.

5i.e. any function of the form z® where a is not a whole number

11



Example 1.8. Let:

22 -9
then f(z) is not defined at = —3 as we will divide by zero. However, for all values x # —3, we have
that:
2
—9 _
x :(erS)(z 3)233—3
43 43
It follows that lim, , 3 = —6, so f(x) is not continuos at z = —3, because f(z) is not defined at
x = —3 but it’s limit exists, so —3 is a removable discontinuity. Indeed, if we define:
2229t £ 3
gla)=q =5
—6 ifx =-3
then g(—3) = —6, and lim,_,_3g(x) = —6 so g(z) is continuous. We have in a sense removed the
discontinuity with g(x).
Example 1.9. Consider the function f(z) as defined in Equation 1.3. Then the limit as « approaches

0 of f(z) does not exist, so f(x) is not continuous at z = 0. It follows that 0 is a discontinuity point,
and it is a jump discontinuity because lim,_,o+ f(z) = 2 and lim,_,q- f(x) = 0. The graph of f(x)
demonstrates why we call such a discontinuity a jump discontinuity, because f(z) ‘jumps’ from one
value to the next at x = 0.

Example 1.10. Let:
1
fla) = p
then f(0) is undefined as we would be dividing by zero. As we approach 0 from the left, we are
dividing by negative numbers closer and closer to zero, hence f(z) is approaching negative infinity.

As we approach 0 from the right, we are dividing by smaller and smaller positive numbers, so f(x) is
‘blowing up’ and approaching positive infinity. It follows that:

lim f(x) =00 # —co = lim f(x)

z—0t z—0—

So we have that the limit as = approaches zero does not exist, that z = 0 is a discontinuity point, and
in particular it is an infinite discontinuity. If instead:
1 2
x)=—
f@) =~
then we have that the limit as « approaches 0 is co because the left and right handed limits agree,
however 0 is still an infinite discontinuity of f(x).

We end the section with the following result on limits, known as the limit rules, and then use them
to compute some examples.

Theorem 1.3. Let a be a real number, and f(x) and g(x) defined for all x # a on some open interval
containing a. Moreover, suppose that

lim f(z) =1L and lim g(z) =M

z—a z—a
for some real numbers L and M, then the following results hold:
a) lim (f(x) + g(2)) = lim f(2) + limg(x) = L+ M.
b) lim (f(2)  g(x)) = lim f (@) ~ limg(x) = L — M.
&) I (£(x)- g(a)) = lim f() - limg(e) = L- M

12



d) If M # 0, then:

—x—a W _
svagz)  lmg(e) M

e) If f(x) is continuous at M, then

lim £(g(x)) = f (1im g(x)) = £(M)

T—ra (z%a

The above rules, and your challenge homework imply that polynomials are continuous for all real
numbers. We now show that rational functions are continuous on their domain; showing that radical
functions are continuous on their domain is a fact we take for granted as it is harder to show for all
real numbers.

Example 1.11. Let f(z) be a rational function, then f(z) is of the form:

for some polynomials p(z) and ¢(x). The domain of f(x) is all real numbers such that ¢(x) # 0, so for
any a such that g(a) # 0, we have that:

limp(@)  pa)
A0 = ng@) ~ gfa)

so f(z) is continuous on it’s domain because it is continuous at every real number for which it is
defined.

We claimed earlier that sinz and cosz were continuous functions by appealing to their graphs.
However, every graph we draw is really only over some interval (a,b), so we have only shown that sin x
and cosx are continuous over some some small interval, usually including 0. In the following example,
we show that sin x is continuous at all real numbers:

Example 1.12. Let a be a real number, then we need to show that lim sinz = sina. Note that
Tr—a

sinz = sin((x — a) 4+ a) because © =  — a + a. Using the trigonometric identity:
sin(f + ) = sin 6 cosy + cos @ cos v
we find that:
sinx = sin(x — a) cosa + cos(z — a) sina
Using the first limit rule, we find that:
il_rg sinz = ;iir}l(sin(x —a)cosa) + iig}l(cos(x —a)sina)

We can view sina and cosa as constant functions, hence using ¢) of Theorem 1.3, and the fact that
constant functions are continuous, we have:

lim sinz = cosa - lim sin(z — a) 4 sina - lim cos(z — a)
r—a r—a r—ra

13



Since limz — a is equal to zero as  — a is a continuous function, and sinx and cosz are continuous
r—ra

at zero”, we have that by e):

lim sinz =cosa - sin (hm T — a) + sina - cos (hm T — a)
r—a r—a r—a

=cosa-sin0+sina - cos0

=sina

meaning that sin x is continuous!

Using the limit laws, and properties of continuous functions, we can calculate many limits, but what
about when the limit laws don’t apply? For example, so suppose that f(x) and g(z) are functions,
satisfying lim f(z) = 0, and limg(z) = 0?7 Then if we naively try to apply the limit laws to their

r—a r—a

quotient we get:

which doesn’t make any sense. We have already seen how to deal with problem in certain cases such
as Example 1.8, but we now provide an example of a more complicated situation.

Example 1.13. Let:
x—2
V8 —x2 -2
Note that there are two constraints on the domain of this function, namely that 8 — 22 is greater than

or equal to zero, and that v/8 — 22 does not equal to 2. It follows that the domain of this function is
given by’

fz) =

[—2@ —2) U( _9 2) U (2, 2\/5}

We want to find the limit of f(z) as x approaches 2. Both the top function and the bottom function
are continuous at x = 2, but if we naively apply the limit laws, then we end up with 0/0, which as we
mentioned earlier is no good. Instead, we should algebraically manipulate the equation by noticing we
can ‘rationalize the denominator’ Recall the difference of squares formula:

(a —b)(a+0b) =a® —b?
If we set a = v/8 — x2, and b = —2, then we have that:

(V8 —22—2)(\/8—22+42)=8—1a%—4=4—2?
It follows that for all z:

_x—2 8-a?42
TVE—a2-2 B—a2+42
(r —2)(V8 —x2+2)
4 — 22
(z—2)(V8—122+2)
(2—x2)(2+x)
(r —2)(V8—1x2+2)
—(z—-2)(2+2)

f(z)

6You can draw their graph on the interval (—7, ) to see this!
"We do this by first finding the interval on which 8 — 22 > 0, and then removing the solution to v/8 — 22 = 2 from
said interval.
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where in the third step we have applied the difference of squares formula again, and in the final step
we pulled out a negative 2. For all x # 2 we can set (x — 2)/(z — 2) equal to one, so this simplifies to:

f(x) (V8 —1a%2+2)
r)=-———=
—(242x)
Now we can apply the limit laws as both the top and the bottom functions have non zero limits x
approaches 2. Therefore:

lim (V=22 +2)
lim f(x) =5=2%
T2 lim — (24 x)

r—a

VB —d+2
- —(2+2)
=1

This process for solving limits is called rationalizing the denominator.

1.4 The Squeeze Theorem

In this section we go over the Squeeze Theorem; this is conceptually a vital tool to the study of
limits, and many of the limits we encounter naturally in our study of calculus will rely on it. Usually,
the arguments surrounding the use of the squeeze theorem are tricky, that is why problem II on your
challenge homework has you work through some examples on your own (though some of these examples
are found in your textbook).

The theorem is as follows:

Theorem 1.4. Let a be a real number, and f(x) a function defined for all x # a on an interval
containing a. If g(x) and h(x) are functions defined for all x # a on an interval containing a satisfying:

lim g(z) = L = lim —x — ah(x)
r—a

and for all x # a:
9(x) < f(x) < h(x)

then lim f = L as well. Similarly if:

r—a

lim g(z) = L = lim —z — a*h(z)

rz—a¥t

and for all x < a (for left hand limits) or x > a (for right hand limits)

g(x) < f(x) < h(z)

then lim f =L as well.
r—a*

What exactly is this theorem saying? Well it is saying that if the value of f(z) at every point lies
between g(x) and h(z) at that point, then as x approaches a, f(x) must approach L because so do
g(x) and h(x)! Say for example L = 3, if f(z) is constantly greater than something approaching 3,
and less than something approaching 3, then f must also approach 3, as there are no other between 3
and 3. This should feel intuitively obvious once you start playing around with the idea. I will show
you one harder example, and leave the rest of the exploration up to you on the homework set®

8Don’t worry, I won’t ever ask you to use the squeeze theorem on an exam or a daily warm up.
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Example 1.14. The following function will be of great importance to us in the future:

We want to find the limit of the above function as x approaches 0. If we plug in 0 then we get 0/0
so the limit laws can’t help us here, and unfortunately there is no clever algebraic trick we can use to
make the limit tractable as in Example 1.13. We will have to use the squeeze theorem. We will have
to use the fact:

1+z<e”
for —1 < & < 1 which can be seen from the following graph:

3

height

If we replace x with —z we get that:

x

l—xz<e”

Multiplying both sides by e*, and 1/(1 — ) we obtain the following inequality:

. 1
e
11—z
We thus have that:
. 1
l+z<e’ <
1—=2
subtracting 1 from both sides we get that:”
r<et—1< 2
1—2

Now, we want to divide by z, to get the desired inequality, but we have to be careful. When we divide
by positive x nothing changes, so for 0 < x < 1 we have:

e’ —1 1
<

1<
T 1—x

9The last part of the inequality comes from the fact that ﬁ — =z =z
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However, when we divide by z for < 0 the inequality changes direction because dividing by a negative
number changes the sign.'" It follows that for —1 < 2 < 0 we have that:

1 e’ —1
<

1
1—x <

Now we have that both 1/(1 —z) and 1 are continuous on their domain, hence their limits exits at 0,
and are both equal to 1. It follows by the squeeze theorem that:

lime 71: lim ¢ 71:1
z—0t T =0~ T
hence
r—1
|
x—0 xr
Week II: Intro to Derivatives
2.1 Definition and Examples
In Section 1.1 we calculated the instantaneous velocity of a ball as it fell from a building. More

precisely, we had a function:
y(t) = —10t> + 500

which gave us the height at which the ball was at any time ¢ > 0. We argued that the instantaneous
velocity at tg = 2 should be the average velocity of the ball over the interval [2,2]. The problem is that
the average velocity over this interval is:

Ay y(2)-y@) 0

At 22 0
which doesn’t make sense. Our fix was to define a function va,g(h) which gives us the average velocity
of any interval of the form [2,2+ h], and then argue that as h got closer to zero, vayg(h) approached a
finite value which should be the instantaneous velocity. With our newfound language of limits, we can
phrase this as follows: the instantaneous velocity of the ball at ¢y = 2, denoted v(2) is given by:

o(2) = gy Y =002

With this we can define a velocity function by:

oyt t+h) —y(@)
A
. —10(t 4+ h)? + 500 + 10¢2 — 500
= lim
h—0 h
. —10t% — 20th — 10h? + 10t2
= lim
h—0 h
. —20th — 10h?
= hm _—
h—0 h
= lim —20t — 10h?
h—0

=—20t

With these results in mind, we employ the following definition:

10Think about what happens if you multiply 3 < 5 by —1, do you get —3 < —57 or —5 < —3?
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Definition 2.1. Let f(x) be a function, then f is differentiable at a if the limit:

i flx+h)— f(z)
h—0 h

is equal to a real number we denote by f/(a). If this limit does not exist, or is infinite, we say that f
is not differentiable at a. We call f/(a) the derivative of f at a, and define a function:

fe) =ty LE D) =)

h—0 h

which we call the derivative of f. The domain of this function consists of all real numbers where
f is differentiable. The second derivative, is the derivative of the derivative, and is denoted f”. It
comes from taking the derivative twice. We can do this any amount of times actually, and denote the
nth derivative by f(").

Note that for f to be differentiable at a it must be defined at a. Furthermore, we remark that some
people employ the Leibniz notation:
df daf daf
o -Z.=2w
dx dz dx
for the derivative of f and the derivative of f at a respectively. This notation comes from the idea
of of the derivative being an ‘infinitesimal average rate of change’ In particular, the average rate of
change over some interval [a,d] is given by:

Af _ f(5) - f(a)
Azx b—a

f = and  f'(a)

and so our limit definition of a derivative, is like looking at infinitely small changes in f, called df,
divided by infinitely small changes in = called dz. This is a fine way to think about these concepts,
but we stress that the derivative is not a fraction. Higher order derivatives are written as:
mn
po = &S
dx
You will show on your challenge homework this week that if f is differentiable at a it is also
continuous at a. There are however, examples of continuous functions which do not admit a derivative
everywhere:

Example 2.1. Let f(x) = |z|, then for all z < 0 we have that f(z) = —z and for all > 0 we have
that f(z) = z. Let a < 0 then:

. +h)— f(a)

!/ _ 1 f(a’

fia) = lim ——————

As h gets closer and closer to zero from the left and the right of a, we have that a + h is still negative,
hence:

—(a+h)—(—a) h

! I . - _
f'(a) = Jim, 2 = Jim =g =1

For a > 0, the same argument shows that:
f'la) =1

We however have a problem at a = 0, when h approaches 0 from the right it is always positive, and
when h approaches 0 from the left it is always negative. It follows that when taking the limit we have
to be careful about which side we are approaching from. Proceeding with the calculation, we have
that:

f(h) — f(0) -

li = lim =1
v h hao- h
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while:

lim M = lim ﬁ =1
h—0+ h h—0+ h

so f'(0) does note exist, and |x| is not differentiable at z = 0.

Before calculating more examples of functions, we wish to provide a geometric interpretation of
the derivative. Our original motivation came from physics, where we thought of the derivative of a
distance function as giving us a velocity function; but in full generality what is the derivative actually
telling us? Well, the average rate of range of f on an interval [a,b] is the slope of the line passing
through the points (a, f(a)) and (b, f(b)). We can thus interpret the derivative of f at a as the slope of
a line passing through (a, f(a)), but there are infinitely many such lines, parameterized by their slope,
so which one is it? It turns out this line is a very special line, it is the line tangent to the graph of f
at a. By this we mean that our line doesn’t intersect our graph at (a, f(a)), but instead just glances
off it. The following image illustrates what we mean by this:

100 |-

> 0+ (avf(a))

—100 - 8

The derivative is thus the slope of the tangent line at a point, and the slope of the tangent line is akin
to a form of instantaneous rate of change. In other words, the derivative measures how the function is
changing at any point. Importantly, and we will explore this topic in depth later, for h very close to
zero, we can approximate f(a+ h) by f(a) + h- f/'(a) This because as we zoom in, the tangent line to
f at a is a good approximation for f, and this line is precisely:

lx) = f(a) - (z —a) + f(a)

so plugging in * = x + h, we obtain that that i(a + h) = f’(a) - h + f(a) which, as mentioned, is
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approximately f(a + h). This is easier to see if we actually zoom in:

100 +

~100 |

_3 _9 1
€T

Note that this discussion implies that if f’(a) > 0 then the function f is increasing at a, if f'(a) < 0
then f is decreasing at a, and f’(a) = 0 then f is not changing at all a.

How do we then interpret FExample 2.17 What does it mean for the derivative of a function,
especially a continuos functions, to not exist? We have the following picture:

T
4, |
2, |

= 0

—92| |
4 |

| | | | |

—4 —2 0 2 4

x

Essentially, there is not just one m such that [(z) = ma is tangent to the graph of |z|, but infinitely
many. The slope of the line tangent to |z| at = 0 is thus undefinable. This is because the how the
value of |z| is changing alters abruptly at = 0. Indeed, for all < 0, we have that |z| is decreasing
at a constant rate of —1, while for x > 0 it is increasing at a constant rate of 1. This abrupt change
in the functions rate of change is demonstrated by the graph of |z| being ‘pointy’, or not ‘smooth’ at
z = 0. We can thus further interpret the derivative existing at a point as the graph of a function being
smooth at that point with no sharp corners or points.

With all of the above in mind, we have a new tool, namely the derivative, and we should start
calculating some examples. We first want to show the following:

Theorem 2.1. Let f and g be functions differentiable a, and c be a real number. Then (f + g) and
c- f are differentiable functions satisfying (f +g)'(a) = f'(a) +¢'(a) and (c- f)'(a) = ¢- f'(a). In other
words, we have that as functions:

(f+9)' =f+4 and (c-f) =c-f



Proof. By our limit laws for addition:

fla+h)+gla+h)—f(h)—g(h)

-
g St D) I () glath) —g(h)
h—0 h h

=f'(a) +¢'(a)
as desired. By question 2 part e) on your challenge homework, we also have that:

(c-fla+h) = (c- f)h)

(c- f)(a) = lim

h—0 h
el h) — e f(h)
h—0 h
=lim c- ath) - f(h)
h—0 h
=c- f'(a)
as desired. 0

We can now begin to tackle polynomials:
Example 2.2. Let f(z) = 2™ where n is a whole positive number, we want to find f’. For any h and
any n, we want to know what (z + h)™. This is a tricky question, but we actually only need to know
what two terms of this expression look like. We have that:
(z+h)" =(x+h)-(x+h)

n—times

Ok, so we have to multiply = with itself n times, so we know for a fact that:
(x 4+ h)" = 2™ + other stuff

When we expand everything out, every other term will have a factor of h in it. If a term has one h in
it, then it has to be of the form hx"~!, and if we were to expand everything out we have n of them.
Every other term has a factor of A2 or higher in it, hence:

(x +h)" = 2™ + nha""! + other stuff divisible by h?

We can thus write the following:

y . (x+h)r—2a™
fo) =y =
~lim 2™ + nha™ ! + other stuff divisible by h% — 2"
h—0 h
lim nha™~1 + other stuff divisible by h? — "
h—0 h
= }IL% nz™ ! 4 other stuff divisible by h
=nz""' +0

It follows that f/(x) = na""!, as desired.

Example 2.3. With Theorem 2.1 and Example 2.2 we can take the derivative of any polynomial.
Indeed, let:

p(z) = apa™ + 12" '+ a1z + ag
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then:
p@)=n-a,2" P+ (n—1)-ap 12" 2 +---4+a;+0

In Example 2.2 we showed that the derivative of ™ is nz"~! when n is any whole positive number.
It is a fact known as the power rule that this is actually true for any number not equal to zero. We
will not prove this in this course as it requires certain machinery we are not equipped to develop, but
we do etch this rule in stone with the following theorem:

Theorem 2.2. Let f(x) = 2% for a any real non zero number. Then f'(x) =a -z *.

We end the section with the following example:

Example 2.4. Let f(x) = e”, then we want to show that f'(z) = e” as well. This is a fact that is
true only about e, and does not hold for any other number. We will generalize this result to functions

of the form a” where a is any real positive number in the section on the chain rule. Let us begin:
emth _ ¢
/ —lim — %

fiz) = lim ——
. etelh—e
=lim ——

h—0

xT

x

h
. e —
= lim €

h—0

h
et =1
=e® . lim
h—0

Where have we seen this limit before? That’s right, in Fxample 1.14 we showed that this limit was
equal to one! It follows that:

f(@)=e

We give the following table of derivatives. Everything on here is fair game to ask the derivative
of on an exam, so please commit this table to memory. You will spend a significant amount of your
challenge homework checking this table.

Function f(z) ‘ Derivative f/(z) ‘ Domain Notes

c 0 All real numbers
" naz" ! r#0ifn<1
e e* All real numbers
a® a*lna a>0,a#1
Inx % x>0
1
log, = T x>0,a>0,a#1
sin x Ccos T All real numbers
Ccos T —sinw All real numbers
2
tan x sec® x T# 5 +nm
. 1
arcsin x Nz —-1l<z<l1
-1
arccos T Nz —-1l<z<l1
arctan ﬁ All real numbers
sinh x coshx All real numbers
cosh x sinh z All real numbers

Table 1: Derivatives of common functions
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2.2 The Product Rule and Quotient Rule

In the previous section, we were able to easily find that the derivative of a sum functions is the sum
of their derivatives, and that the derivative of a real number times a function was that real number
multiplied with that function. Symbolically this is stated as:

_df  dg d df

d
%(J”'g)—% r and %(C'f)—c'dx

In this section we explore what happens when we try to take derivatives of products and quotients.
One may initially expect that:

(f-9)=f-4d

However, if we reason this out for a moment, we will see that this doesn’t quite make sense. Indeed,
we can think of f - g as being the function such that for each a, (f - g)(a) is the area of the rectangle
with side lengths f(a) and g(a):

g(z)

Now if h is a number very close to zero, then we can approximate f(a+ h) by f(a)+h- f'(a), and
similarly for g. It follows that the rectangle with side lengths f(a + k) and g(a + h) is given by:

g(a) h-g'(a)

Note that the area of the red rectangle is h- f'(a) - g(a), the area of the blue rectangle is h-¢'(a) - f(a),
and the area of the purple rectangle is h? - f/(a) - ¢’(a); Ok, so now what is A(f - g) over the interval
[a,a + h]? Well, we have that when h is small enough:

(f-9)a+h)=(f(a) +h-f(a)(9(a) +h-g'(a))
=f(a)-g(a)+h- f'(a)-g(a) +h- f(a)-g'(a)+h* f'(a) ¢ (a)
It follows that:
A(f-9)=(f-g)a+h) = (f-g)(h) = h- ['(a) gla)+h-f(a)-g'(a) +h*- f'(a) - g'(a)
and so when we take the limit as h — 0:

lim f'(a)-g(a) +h- f(a)-g'(a) + h*- f(a) - g'(a)
h—0 n

= Jim f(a) - 9(a) + (@) - /() + hf'(@)g'(a)
='(@)- gla) + /() - ¢'(a)

This informal argument suggests to us that as we shrink h to zero, the h? - f’(a)g’(a) part of the
rectangle goes to zero, and the only parts that matter are the h - f/(a) - g(a) and h - g’(a) - f(a) areas.
This is known as the product rule, and we provide a correct, formal proof of it below:

Theorem 2.3. Suppose that f and g are functions differentiable at a. Then:
(f-9)'(a) = f'(a) - g(a) + f(a) - g'(a)
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In particular, if f and g are differentiable functions, then:
(f-9)=f-9+f4g
Proof. We have that for all h # 0, over the interval [a,a + h]:'!

A(fg) _fla+h)gla+h)— fla)g(a)

Ax h
_fla+h)-gla+h)+ fla)g(a+h) — fla)g(a+h) + fla+ h)g(a) — f(a)g(a)
h
_flat+h)gla+h) = fla)g(a+h) n fla)g(an) — fla)g(a)
h h

:w ~g(a+h) + f(a) -

gla+h) —g(a)
h

Since f and g are differentiable at a, we know that the limits:

gt ) L f(ath) — f()
h—0 h h—0 h
exist. Moreover, }llirr%) gla+ h) = g(a). It follows by our limit laws, and the definition of the derivative
—
that:
i et Hlte ) llg) _(

h—0 h pim

h—0

W) -gla+h)+ f(a)- <,1jg})

gla+h)— g(d))
h
=f'(a) - g(a) + f(a)- ¢'(a)
as desired. 0

Here is an example of the product rule in action:

Example 2.5. Let f(x) = sinx and g(z) = cosz, then we want to find the derivative of (f - g)(z) =
sinx - cosz. In other, words we want to find the derivative of:

h(z) =sinz - cosx
With the product rule, and Table 1 we have that:

R (x) =cosx - cosz —sinz - sinx

=cos’x —sin’z

Example 2.6. Let f(z) = e® cosz, then:
f(x) =¢€"-cosz —e” -sinz = e”(cosx — sinx)

If we instead want to take quotients of functions, we need to employ the quotient rule:

Theorem 2.4. Let f and g be differentiable at a with g(a) # 0; then the derivative of h = f/g at a
s given by:

HHere Az = h, and A(f - g) = (fg)(a+h) — (f - 9)(a)
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One can prove this using the limit definition of the derivative, but there is a slicker using the chain
2]

rule,'” and the power rule. You will prove the quotient rule on your challenge homework via this
method.

We note that if we think of the derivative of as df /dx, the following mnemonic allows us to easily
remember the chain rule: ‘low d-high minus high d-low all over low squared’.

Example 2.7. Let f(z) = e” and g(z) = z, then:

! et —e® .1
(g) @)=t

Example 2.8. Let:

T Iz

We recognize this immediately as a quotient of two functions, namely h(z) = z and g(z) = Inz. Using
Table 1, and the quotient rule we have that:

%7111:[—1

(Inz)2  (Inxz)2

Inx —x-

f'(z) =

2.3 The Chain Rule and Implicit Differentiation

Given two functions f and g, we have 5 ways of making new functions. We can add them f + g,
subtract them f — g, multiply them f - g, divide them f/g, and compose them f o g.'* We know how
to take derivatives of every single function operation except composition. In this section we explore
how to take such derivatives. We will not be able to provide a proof, but we will attempt to justify
the rule for taking derivatives of composite functions; this rule is known as the chain rule.

We suppose that f and g are functions, with g differentiable at a, and f differentiable at g(a). We
have that for h very close to zero:'*

flgla+h)) =~ f(g(a) +h-g'(a)) = f(g(a)) + g (a)- f'(g(a))
It follows that:
flgla+h)) — flg(a)) = h-g'(a) - f'(9(a))
If we believe all this, then the following limit is obvious

i Fla+ 1) = flg(@) _ k- f(ga) - g'(a) _
h—0 h h—0 h

We enshrine this rule with a theorem:

Theorem 2.5. Let f and g be functions, with g differentiable at a, and f differentiable at g(a), then:
(fo9)(a) = f(9(a)) - g'(a)
On the level of functions:

(fog) =(fog)-d

123ee next section
13Note that f o g is common notation for the function defined by f(g(x)).
14The following approximations is where we are sweeping all of the hard work under the rug.
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Example 2.9. Consider f(r) = a®, then we can write f(x) as e®®% as e = a. If g(z) = €* and
h(z) =Ina -z, then f(x) = g(h(z)), and so by the chain rule:

f'(xz) =g (h(z))- W (z) =€e™*® . Ina =1na-a®

which is our general exponential derivative rule from Table 1.

Example 2.10. Let h(z) = €5"% then we have that h(z) = f(g()), where f(z) = €%, and g(x) =
sin z. Taking a derivative of h(x) we have that by the chain rule:

We know that ¢/(x) = cosx, and that f/(x) = e, then f/(g(z)) = 5%, It follows that:

B (x) = S % - cosx

This specific rule is, in my opinion, best remembered using the fractional notation of the derivative.
Indeed, we have that ¢'(a) = dg/dz|,, while f'(g(a)) = df /dz|y(q). If we think of the composition fog
as 'f o g being a function of g’, then we can write df /dx|y(,) as d(f o g)/dgla, where by d(f o g)/dg we
mean f'og.'"” With h= fog:

dh

dzx

_ 4

a_dg

dg

a.dl‘

On the level of functions:

dh _d(fog) dg

dx dg dx

Abstractly thinking of one function as a function of another function is hard, so let us come up with
a reasonable example.

Example 2.11. Suppose the amount of vegetation in a meadow measured in kilograms is given by
function of ¢ months:

u(t) = —100 cos (%t) +100

where we interpret t = 0 as being the start of January. Note this attempts to depict a realistic picture
for how much vegetation a meadow would have in any given month, peaking in the spring and summer
months:

300

200 N

100 |- N

15This is the function defined by (f’ o g)(z) = f'(g9(z)).
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Now further suppose that the population of rabbits in the meadow is a function of the available
vegetation:

p(v) = 10+ (1000"/ 200)” (2.4)

Note this means that when v = 200, the maximum amount of vegetation in the meadow, we will have
a population of 1010 rabbits. We can calculate how the population of rabbits changes with vegetation,
and how the vegetation changes with time; the chain rule says that this is enough to know how the
population changes with time.
We see that:

dp 1 v

P — 2= 1n(1000) - (10001/20%)

dv = 200 2(1000)

while:

i ¢
dt 6 6

Now since p is a function of v and v is a function of ¢, we can take a derivative of p with respect to t,

which measures how p changes with respect to t. The chain rule states that this derivative is given by:

dp dp . dv

dv 100-7T_Sin(7r)

dt  dv dt

- (2(1)01n(1000) : (10001/200)v> : (1006' T sin (&))

:% (10001/200) . gin (%t)

We can replace v with the (2.4) to obtain:

dp = L —100cos(%t)+100 /g
- 5 (o) a5
7 12(000 sin { &

Example 2.12. A rocket ships distance from earth is given in kilometers by:
r(t) =In(t+1)

The gravitational force that the Earth exerts on the rocket ship is given as a function of r:

F(r)= )
where k a constant relating the strength of gravity and the masses of the earth and the rocket ship.
Using the chain rule, we can find out the force the Earth exerts on the rocket ship changes with time.

Indeed, we have that:

drF 2k
dr 8
while:
dr 1
dt t+1
It follows that:
dF dF dr
@ Tard
2 1
b1
2k 1

C (n(t+ 1)) t+1
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A particularly apt application of the chain rule is something called implicit differentiation. We
explain this as follows: if we have a function f(x), then when we graph a function we set the y
coordinate equal to f(x). In particular, this motivates using df /dx and dy/dz interchangeably to refer
to the derivative, . However, sometimes we care about graphs that aren’t quite functions, but instead
a relation between x and v, i.e. instead of y = f(z), we have something like zy = 1, or 22 + 32 = 1.
We want to be able to calculate the tangent line to curves in the plane of this form. We demonstrate
this via example:

Example 2.13. Suppose that we have the following curve:
2?4yt =1 (2.5)
The set of points in the plain (z,y) which satisfy this relation forms a circle:

2

-2 | | | | |

Suppose we want to find the slope of the tangent line at (v/2/2, 1/2/2). Note that this is point lies on
the circle as:

A ACARE T
2 2) 4
Well we simply take the derivative of both sides of (2.5)! We know that:

d d
—(1) = — 22 =2
dx() 0 and e x

but what about y2? Well, we treat y as if were a function of x, and apply the chain rule to get:

d dy
il — 9% -2
W) =2y

Putting it all together we obtain that:

d
2x+2y-£20

Now we can plug in z = v/2/2 and y = v/2/2 to solve for dy/dz:

d d d
V2a+ve Yoo ve Yo s Yo
dzx dxr dx

It follows that our tangent line I(x) is given by:

I(z) = —1(x — V2/2) + V2/2
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We graph this to make sure:

2

-2 | | | | |

In particular, we can write dy/dz as the following function of both z and y:
dy
de  y
Example 2.14. Now suppose we want to differentiate the function:
y> —xsiny =8
Then we have that by the chain rule:
d g o dy
32 . =2
dxy 4 dx
and by the product rule:

d
—(zsiny) =siny + xcosy—y
dx dz

hence:

d d
3y? - @ fsiny+xcosy—y =0
dz dz

We move all the terms that contain dy/dx to one side to get:

d d
3y? - il —I—xcosy—y = —siny
dx dx

We can then factor out dy/dx from each term to obtain that:

dy ~ —siny
de  3y2 +xcosy

Note it is not always possible to write this solely as a function of z.

2.4 Inverse Function Theorem
let f be a function, then we say that f has an inverse, denoted f~1! if:
F @) = (f@) ==

Importantly, if such an inverse exists, then the graph of f~! is the graph of f flipped over the line
y = z in the plane. The domain of the inverse function, is always the range of the original function,
but the range is not always the domain. We will see an example of this shortly.
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Example 2.15. If f(x) = 2%, then it’s inverse is log,(z) essentially by definition. This actually true
of any function of the form a”, i.e. log, x is it’s inverse. We can see this because for all x:

2log2 7 — o and log,2* ==z
We graph these functions to demonstrate the flipping:

4

The blue plot is 2%, and the magenta curve is log, x. The black line is y = x.

Example 2.16. The trigonometric functions sin, cos and tan have inverse functions given by arcsin,
arccos and arctan. These are sometimes also referred to by sin™!, cos™!, and tan~!. Note that domain
of sin™! and cos™! is [~1,1], but the range is only [—m/2,7/2] for sin™! and [0, 7] for cos™!. This is
because if we reflect cosz (or sinz) over the line y = = we get the following picture:

6 [

g
—6 —4 -2 0 2 4 6

The magenta is our supposed inverse, but this clearly would not function the vertical line test, i.e. it
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would have many outputs. If instead we restrict our range to [0, 7], we get:

3 |

which does pass the vertical line test. I suggest you map out sinz and sin~! z in a similar fashion on

Desmos. We graph the situation for tan z and tan~! x here as well, as tan~! z is defined everywhere:

2

which looks as expected.

Example 2.17. Another important example is every linear function. Indeed, suppose that:
flx)=mx+b

then we claim that:

Indeed:
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similarly:

Now how can we take derivatives of inverse functions? Given that the graph of an inverse function
is the graph of the original function just flipped over the line y = z, it appears that the inverse should
be differentiable since it looks like we can draw it smoothly, but what exactly is the derivative?

Theorem 2.6. Suppose that f is a differentiable function, and f'(a) # 0. Then if there exists an
inverse function f~', the derivative at x = f(a) is given by:

/ 1
-1
a)) =
) = Fi
Proof. Since the graph of f~! is smooth, we assume that it is differentiable. Now we have that:
if@) =2
The derivative of x is one, hence:
d ,,._
() =1
The chain rule tells us that the left hand side is given by:
d _ 17
= (@) = 7 (f(2) - (=)
At x = a this becomes:
/ / 1
FH(f@) - flla)=1= 71 (f(a) =
(f(a)) - f(a) (f(a)) 7(a)
as desired. O

We immediately have the following example:

Example 2.18. We want to know what the derivative of Inz at x = a is. Well, if @ > 0, which is
the only place that Inz is defined, we can write a as e™®. Now set b = Ina, then we have that by the

inverse function theorem:
d b 1
Qmm>@>:a

because the derivative of e” is e*. Putting in Ina for b, we get that:

(;;m) (a) = é

as e = q. Tt follows that:

a Inz = 1
dx x
Now what about log,. z for some real number ¢ > 07 Well:
Inx
log.x = —
Inc
so taking a derivative gives us:
4 log.z = L
dx °° xz-lnc



Example 2.19. Let us derive the formula for the derivative of arcsinz as well. If —1 < a < 1, we
have that we can write a as sin § for some 6 in the interval (—m/2,7/2). It follows that:

d ) N |
(d:c arcsm) (sinf) = cos(0)

We need to figure out what cos() is. Consider the following diagram:

1
sin 6
0 1
cos
Now since sin 8 = a, and:
sin?6 4+ cos® 0 = 1 (2.6)

we must have that:

(:059:\/17811120:\/17(12

hence:

(jx arcsin) (a) = ﬁ

Since this holds for all a we have that:

1
— arcsinx =

dx V1—1x2

Example 2.20. We want to derive the formula of the derivative of arccosz. If —1 < a < 1 we have
that we can write a as cos @ for some 6 in the interval (—m, 7). The inverse function theorem gives us:

d 1
(d:c arccos) (cosf) = — g

Now what is —sin #7 By the same argument as in the previous example, we have that:

sin? 6 + cos? 6 =1

hence:

sin® = /1 —cos26 = /1 — a2
it follows that:

—sinf = —+/1 —a?

Therefore:
d arccos | (a) !
— ar a) = ——
dx V1—a2
Since this holds for all —1 < a < 1:

— arccosxr =

dx V1—a?
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Example 2.21. Finally, we want to derive a formula for arctan x. For any x we can write it as tan 6
for some 6 in the interval (—m/2,7/2). We can thus write:

d 1
(dx arctan) (tan ) = w2
Now, dividing equation (2.6) by cos? § gives us:

tan?6 + 1 = sec’ 6

hence we have that sec? 0 = 1 + a2 as a = tan 6. It follows that:

iacta (a) = L
dg )N T T e

Since this holds for all real numbers a, we have that:

— arctanx =
dx 1+ a2

Week III: Examples

3.1 Examples: Product Rule, Quotient Rule, Chain Rule

Example 3.1. In this example we go over how to calculate the derivative of:

T

e
xTr) =
/(@) tanx
Since f is a quotient of two functions, we should use the quotient rule. We know that:
ie“‘ =e" and — tanx = sec® x
dx dx

hence the quotient rule tells us that:

4z _ v d
ﬁ :tanxdxe e’ - tanw
dx tan?

e tanz — e sec?

tan?

Example 3.2. What if we want to find the tangent line to:

x

fw) = tanx

at x = w/47 Well the derivative tells us the slope of the tangent line at any point, and we know
that the tangent line has to pass through the point (7/4, f(7/4)) so point slope form tells us that the
tangent line should be given by:

Y= Fw/4) = 2 (n4)(w — m/4)

We just need to find f(n/4) and (df /dx)(n/4). Note that tan7/4 = sin(w/4)/ cos(w/4) = 1. Tt follows
that:

fm/4) = e/t
which we can’t simplify any further. Now:

1 1
sec’(m/4) = = !

o2 (r/d) ~ (VajaE 12
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SO:

so our line is given by:
y— et = —e™ Az — 1 /4)
Example 3.3. What if we want to find the tangent line to:
g(z) = coszx -sinz

at x = /27 Well we need to find dg/dz first; in this case we should use the product rule because g(z)
is a product of two functions. The product rule tells us that:

d d d
ﬁ :%(cosx) sinz + cosx - %(Sinx)

= —sin?z + cos® z

Plugging in 7/2 we have that:

%(W/Q) = —sin?(7/2) + cos?(7/2)
=—1-140
=—1

Meanwhile g(7/2) = 0 because cos(m/2) = 0. It follows that our line is given by:
y=—(z—7/2)
Example 3.4. What if we are given two functions:
f(z) =sinzx and g(z) =lnzx
then we can get new functions:

h(z) = f(g9(x)) = f(Inz) = sin(Inz) and l(xz) =g(f(z)) = g(sinz) = In(sin x)

Lets find tangent lines to the functions h(z) and I(z) at 2 = e™/4

chain rule tells us that:

, and x = /4 respectively. The the

dh _ df(g) _ df(g) dg
de  dx  dg dx

Replacing this functions, we obtain that:

d, . _ dsin(lnz) dnw
%(sm(lnx))f dlnz  dx

Here the notation dsin(Inz)/dInx, just means take the derivative of sinlnz, while pretending that
Inz is the variable. It might help to think of Inz as being equal to y, then dsin(lnz)/dInz is just
dsin(y)/dy which is cosy. Plugging In x back in for for y tells us that:
dsin(ln x)
BT cos(lnx)
It follows that:

d . 1
%(sm(ln x)) = cos(In x);
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Plugging in ™4 we get:

dh

2om/Ay w/4

dz( ) =cos ln(e )) /i

1

=cos(m/4) e
V2
_2671'/4

Now since:

h(e™*) = sin(n/4) = g

it follows that the tangent line is given by:

V2 V2

2 T 2en/d

y— (x —e™/*)

For I(z), we take the derivative the same way:

dl  dln(sinz) dln(sinz) dsinx

dr dzx dsinz dx
=— - COS T
sin x
=cotx
Plugging in 7/4 we have that:

dl (m/4) = cot(n/4) =1

—\ 7T = T =

dx

while:
I(m/4) = 1n(\/§/2)
so our tangent line is:

yfln(\[?/Q) =z—7/4

Example 3.5. What if we have a function that is a composition of three functions? I.e.
hiz) =Ilnz g(x) =sinzx f(z)=¢€"
then set:
l(x) = h(g(f(x))) = h(g(e”)) = h(sin(e”)) = In(sin(e”))
How do we take the derivative of [(x)? Well the chain rule says that:

dl_ dln(sin(e”)) dsin(e”)
dr  dsin(e?) dx

We know the derivative of In(y) with respect to y, it is just:

dln(y) B l

dy Y
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Therefore:
dIn(sin(e®)) 1

dsin(e*)  sin(e®)

But what about d(sin(e®))/dx? Well we just apply chain rule again! Indeed, by the chain rule:

dsin(e”) _dsin(e”) de”
de  de® dx
=cos(e”) - e*

It follows that:
dl _dln(sin(e”)) dsin(e®) de®

dz ~ dsin(e®) de* dx
1 x x
= (e -cos(e®) - e

In general we have that:

i _dh(g(f))

dx dx
_dn(g(f)) dg(f)
dg(f) dx

_dh(g(f)) dg(f) df

dg(f) df  dx
In other words, we just keep applying the chain rule until we get something at the end that we can
make sense of, i.e. we hit product rule, or quotient rule, or a basic derivative.

3.2 Examples: More Chain Rule, Implicit Differentiation

Example 3.6. Let us consider f(z) = In(tanx), we want to find it’s derivative. We should use the
chain rule:

df _dn(tanz) dtanz

dx dtanx T

. sec2 x

:tanx
1 1

sin eog2
CcOs
1
sin x cos x
=SecTcscT

Or you can just leave this as:

af sec?
dz ~ tanz

Example 3.7. Let us find the tangent line to:

cos T

gla) =e
at © = 7/4. Let’s take a derivative (using the chain rule!):

dg de“® dcosw

dx dcosz  dx

=e®®* . (—sinx)

= —e“®%ging
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Since the derivative gives us the slope of the tangent line, we have that our slope is:
d
%(7‘(/4) = — ("D gin(r /4)

=—eV22(\/2/2)
_ V2 V2/2
76

while:
glm/4) = /2
hence the tangent line is given by:

2
y—eV2/? = fgeﬁ/z(x —7/4)

Example 3.8. Sometimes, we are not given a function to graph, but instead an equation:

ry+y? =2

The graph of this equation is all the points (z,y) in the plane that satisfy the above relation. This is
given by:

Clearly, there are tangent lines to this graph because everything looks smooth, but how do we find
them? The trick to pretend that y is a function of z, (i.e. y = f(x)), then dy/dz will give us the slope
of the tangent line at a point. Taking a derivative of both sides gives:

d 9 d

= )

vty =

Note that d/dz(2) is zero because 2 is a constant. The derivative distributes over sums:
d d 4
el el =0
72 (@) + - ()

The product rule tells us that:

d dx d dy
el _ - -1 hatd
d:r(xy) dxy+xyx +$dac
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We can’t reduce dy/dz to anything simpler because that’s what we are trying to solve for! For the
other term, the chain rule tells us that:

dy* _dy* dy
de dy =
dy
=9y - =2
4 dzx
It follows that:
dy dy
1 =+ 2y = =
—&-:cdx + 2y e 0

To solve for dy/dx, we move the 1 to the other side:

x% + 2y - Z—Z =-1
Factor out dy/dx to get:
(x + 2y)j—i =-1
We divide by (z + 2y) to find that:
dy -1
de x+2y

Now consider the point (1, 1), this on the graph of the equation because 1 -1+ 12 = 2. The slope of
the tangent line is then given by plugging x = 1 y = 1 into dy/dx:

dy -1 -1
—-(1,1)= —=——
dx( 1) 142 3
The tangent line is then given by:
y-l=—1(e—1)
Graphing this we get:
N 5

]/
/

Example 3.9. We want to do the same thing as in the previous example for the following equation:

eV =x+y
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i.e. we want to find dy/dx for the above equation. We begin by taking d/dz of both sides:

d d
() = (e +y)

The right hand side is easy, it just evaluates to:

d dy
il =14 22
dr (@+y) * dx
The left hand side is a hair more complicated. Using the chain rule and the product rule:
d oy _ de™
%(e )= dx
_de™  d(xy)

d(zy) dx

dx dy

"
dy

—e . (1 &y
e (erd:c)

:ezy . (

)

=e™Y + a:exyd—y
dx

It follows that:

dy dy
zy ry 22 4 22
e twe dx + dx

We subtract dy/dz and e*¥ from both sides to get:
dy dy
zy2d 24 1 %Y
e dr dx ¢
Pull out dy/dz to get:
dy
Ty 1VZ2L — 1 — %Y
(ze ) . e
hence:
dy —1—e"
de — xzewy —1
Example 3.10. Let us now consider the equation:
In(cos(e¥)) = xy
We want to find dy/dz using implicit differentiation. We take the derivative of both sides; the right
hand side gives by the product rule:

d dy
%(xy) =y+ x%

The left hand side requires applying the chain rule multiple times:

d dln(cos(e¥)) dcos(e¥)
Za YY) = .
d:z:( n(cos(e”)) d cos(e?) dx
_dIn(cos(e¥)) dcos(e¥) de”
~ dcos(ev) dey dz
_ dIn(cos(e¥)) dcos(e¥) de? dy
~ dcos(ev) devy dy dx
1 . dy
= (= Y)Y .e¥ . L
cos eY (=sin(e”)) - dx
dy
= — Y).e¥ . £
tan(e?) - e Iy
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Equating the left hand side and the right hand side:

d d
Ay L

—t Y\ . Y —
an(e?) - e o =Y te

Moving all dy/dx terms to the left hand side, and multiplying throughout by —1 we obtain:

dy dy
Y. ey . 22 bl A
tan(e?) - e T +md:r Yy
Pulling out dy/dx:
dy
tan(e) - ¥ &4 _
(tan(e?) - e +x)d:c y
dy -y

dr tan(e¥)-e¥ +x

3.3 Examples: Physical Chain Rule and Logarithmic Differentiation
Example 3.11. The gravitational pull of the Earth on a rocket ship is given by:
k

r2

F(r)=

where 7 is the distance between the Earth and the rocket ship in kilometers, and F(r) is in Newtons.
The distance of the rocket ship from earth in kilometers is given as a function of time:

r(t) =In(t+1)

where t has units seconds. We want to know how the gravitational pull of Earth on the rocket ship is
changing with time, and to do that we need to find the derivative of ' with respect to time ¢. The
chain rule states that we have:

drF dF dr

At drdt
Note that dF/dr has units newtons per kilometer, and dr/dt has units kilometers per second, so their
product has units Newtons per second, so the chain rule makes physical sense here.

To actually calculate, we see that:

dF _ d

= 2 (kr2
dr dr( )
so the power rule tells us that:
dF —2k
— —2kr 3=~
dr " r3

while:

dr dn(t+1) d(t+1)

dt — d(t+1) dt

t+1
1
ot 1
Multiplying the two together, we get that:
dF 2k 1

dat 3 i+l
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Since r(t) = In(t 4+ 1) we have:
dF —2k 1

At (In(t+1))3 t+1

Physically, at ¢ = e — 1 seconds, we have that the rocket ship is 1 km from the earth, and moving
at a speed of 1/e kilometers per second. At 1 km, the gravity the Earth exerts on the rocket ship is
changing at a rate of —2k Newtons per kilometer. It follows that at t = e — 1, the gravity the Earth
exerts on the rocket ship is changing at a rate of —2k/e Newtons per second.

Example 3.12. We want to find the tangent line to:
f(z) = cos(z?)
at x = \/m/4. We take a derivative and use the chain rule and power rule:

df  dcos(z®) dz?
de —  da? da
=—-2z sin(xQ)

The slope of our tangent line is thus:

a

dx( w/4) = =2(\/7/4) - -sin(7/4)

while:

so the tangent line is given by:

Example 3.13. Suppose that:

then the derivative rules tell us that:

dr ~ dx 2
df 1ldg
—g. L 4 -
dx + 2 dx

= (1@ + 57)

Example 3.14. In the next two examples we explore logarithmic differentiation. Consider the follow-
ing function:

fx) = a®

How do we take it’s derivative? Well we can’t apply the power rule, as it is not actually a polynomial
because the exponent isn’t a constant, and we can’t apply the exponential rule because the base isn’t
constant. What we can do though, is let y = f(x), and use implicit differentiation. Indeed, if we have:

y=x
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and we take the natural log of both sides, we obtain that:
Iny =1In(z®)
=z-Inx
Taking a derivative of both sides, we obtain:

Ldy _

Multiplying throughout by y, we have that:
dy
&=y (ina) + 1)
but y = x”, hence:
d x x
%(az )=2" (In(z) + 1)

Example 3.15. We can also use logarithmic differentiation to avoid using the quotient rule. Indeed,
consider:

(2?4 1)% - sinz
f(x) - (1,‘7 _ 4)2

If we let y = f(z) and then take the natural log both sides again, we get using the log rules:
(22 +1)% - y/sinz
Iny =In
E
:ln((w2 +1)°- \/sinx> —In((z" —4)?)
:ln((x2 + 1)5) + ln(\/sinx) — 21n(x7 —4)

=5In(z® + 1) + %

Taking the derivative of both sides we get using the chain rule:

In(sinz) — 2In(z" — 4)

ldy 52z cos T 2. 6z°
yder x2+1 2sinz 27 —4

Multiplying both sides by y, and using that y = f(z) we get that:
dy  ((2* +1)°-Vsinz 5-2¢  cosx  2-62°
de (27 — 4)2 2241 2sinz 2" —4

which is a very complicated expression, but was not that difficult to obtain.

3.4 Examples: More Physical Chain Rule and Implicit Differentiation
Example 3.16. We want to find the tangent line to:

ecos(:zcy) -1
at (/7/v/2,/7/\/2). We take a derivative of both sides, and note that the derivative of the right hand

side is obviously zero. For the right hand side we use the chain rule:

de®s(@y)  decos(@y)  dcos(zy) dzy

dr  dcos(zy) dxy dx

d
—cos(@y) (g “y
o) (—sin(ay)) (y + 250)
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Equating the left hand side (the above) and the right hand side (which is zero), we get:

: dy
cos(zy) (o3 29y =
e (=sin(zy)(y +25°) =0

Since at (v/7/v/2,/7/v/2), we know that e°5(*¥)(—sin(xy)) is non zero, we can divide both sides by
it to get:

dy
- __0
Y mda:

hence:

dy_ Y
dzx T

so at (v/7/V2,+/7/\/2) we have:
Y (VIR = 1

The tangent line is thus:

V2

)

Example 3.17. The force a proton exerts on an electron is given by:

F(r) = ;—f

where k is some constant, F'(r) is in Newtons, and r is in meters representing the distance between
the electron and proton. The distance between the electron and proton is given by the function:

r(t) = 2 + cos(m - t)

We have that by the power rule:

dF 2k
dr 73
and that by the chain rule:
d
d—: = —m - sin(nt)

At t = 1, we have that:

dr .
a(l) = —m-sin(r) =0

hence at ¢t = 1:

dF dr dr
%(1) = 5(7’(1)) ’ E(l) =0

Hence at t = 1 seconds we have that force the proton exerts on the electron is zero.

Example 3.18. The volume of a snowball is given by:

473
3

S(r) =
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where r is it’s radius in meters. We have that:
1 1

AT

Taking a derivative of the volume with respect to time, we get that:

ds _ds dr
dt — dr dt
1
_ 2.
= — 87r (+1)°

We want to know how quickly the volume is decreasing at ¢ = 1 second. We know that:

1 1

r(1) T+12 12
11
"I
1
=5

So:
By = —sr1/67 5

o ™
D

Example 3.19. In this example we solve problem 296 in the textbook. In particular, we have that
a building casts a shadow of length = as the sun moves throughout the sky. We have the following
diagram:

225 ft

OoooOoooooao
oooOoooooao
LRLLBL LR RL R
OoooOo0ooooao

]

We want to find df/dx when x = 272ft. We know that

225
tanf = —
T

hence we can apply take a derivative with respect to both sides to find that:

de —225
2

9. =

Sec dl‘ $2

hence:

do —225

dr  x2-sec2f

We need to know what sec? § is. Note that the hypotenuse of this triangle is:

V2 + 2252
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SO:

x
cosf) = —=
Va2 + 2252
S0:
2
2, x
cos“ 0 = P Lo
hence:
2 29 2
sec2 f = #
T
Plugging this into our formula for df/dz yields:
do —225

dr ~ x2+ 2252
plugging in x = 227 we obtain: that:

do
dx

We could alternatively say that:
225
0 = arctan <>
x

hence:

o ___ 1 2
dr 1+ (225/x)2 x2

which gives the same answer when z = 227.
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